Algorithms 期末考
Due 1/21/2002

1. The independent set problem is described as follows:
Independent-set problem:
An independent set of a graph G=(V, E) is a subset V’ (V of vertices such that each edge in E is incident on at most one vertex in V’. The independent-set problem is to find a maximum-size independent set in G. Please formulate a related decision problem for the independent-set problem, and prove that it is NP-complete. (Hint: Reduce from the clique problem).

2. Consider n sets S1, S2, …, Sn, and 
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. The minimum segment problem (MSP) is to find a permutation (of S such that 
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 is minimized, where ((Si) is the number of segments of Si on the permutation (. Please formulate a related decision problem for the MSP problem and show that MSP is NP-complete. (Hint: Reduce the Hamiltonian path problem to the special case of this problem where each set contains only two elements. In this case, you can view each set as an edge in a graph.)

Note: The Hamiltonian path problem is to find a simple path that visits all vertices of a given graph. It has been shown to be an NP-complete problem.

3. Suppose you have a horizontal bar on the home page of your web site, and you wish to make use of this bar for making advertisement. Suppose the length of the horizontal bar is an integer m, and you have received k advertisements v1, v2, …, vk. Each advertisement vi is of length ni and costs ci, all in integer. Now you would like to choose a subset of the k advertisements for advertising at your home page such that the benefit you receive is maximized. Use dynamic programming to solve this problem and show its time complexity.

4. Continue the 3’rd problem. Suppose you are allowed to shrink the advertisement to any size (but not expand). In this case, the advertisement vi that is shrunk to the length of (, costs only 
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. Please develop a greedy algorithm to obtain the maximum benefit in this case. What is the time complexity of your algorithm?

5. Consider the incrementing a binary counter problem. Suppose we wish not only to increment a counter but also to reset it to zero (i.e., make all bits in it 0). Show how to implement a counter as a bit vector so that any sequence of n INCREMENT and RESET operations takes time O(n) on an initially zero counter. 
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