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· Step One : Translate the Business Problem into a Data Mining Problem

The topic of our project is about “Contraceptive Method Choice”. 
Because population of the world increases tremendously, people of present day pay more attention to contraceptive method. The purpose of this project is to use this dataset to know what factors would cause the different choices of contraceptive method. According to the result, we can recommend the suitable contraceptive methods to different women by their characteristics.
To specify the data mining problem, we would concentrate on the problem – “what kind of women would chose long-term method”.
· Step Two : Select Appropriate Data

Data source

This dataset used in this project is a subset of the 1987 National Indonesia Contraceptive Prevalence Survey and is created and donated by Tjen-Sien Lim on June 7, 1997. 

The samples are married women who were either not pregnant or do not know if they were at the time of interview. The problem is to predict the current contraceptive method choice (no use, long-term methods, or short-term methods) of a woman based on her demographic and socio-economic characteristics. 

Information about dataset

Number of Instances: 1473

Among the dataset, 629 instances are classified “No use”, 333 instances are “Long-term method”, and 511 of them are “Short-term method”. Moreover, there is no missing value in this dataset. The frequency is shown below.
	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	No use
	629
	42.7
	42.7
	42.7

	 
	Long-term
	333
	22.6
	22.6
	65.3

	 
	Short-term
	511
	34.7
	34.7
	100.0

	 
	Total
	1473
	100.0
	100.0
	


How many variables?

Number of Attributes: 10 (including the class attribute). 

The attributes in this dataset are “Wife's age”, “Wife's education”, “Husband's education”, “Number of children ever born”, “Wife's religion”, “Wife's now working? “, “Husband's occupation”, “Standard-of-living index”, “Media exposure”, and the class attribute “Contraceptive method used”.

· Step Three : Get to Know the Data

Attribute Information

And then, we use SPSS and Weka to analysis attributes with histogram individually. It would help us to understand the distribution of each attribute.
	Class label:

Contraceptive method used
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	Wife's age
Attribute Name

Attribute Type

Description
of Attribute Value
Wife's age

Numerical

     N

Valid

1473

Missing

0

Mean

32.538

Std. Deviation

8.2272
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	Wife's education
Attribute Name

Attribute Type

Description
of Attribute Value
Wife's education

Categorical

1=low; 2, 3, 4=high

N

Valid

1473

Missing

0

Mean

2.96

Std. Deviation

1.015
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	Husband's education
Attribute Name

Attribute Type

Description
of Attribute Value
Husband's education

Categorical

1=low; 2, 3, 4=high

N

Valid

1473

Missing

0

Mean

3.43

Std. Deviation

.816
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	Number of children ever born
Attribute Name

Attribute Type

Description
of Attribute Value
Number of children ever born

Numerical

N

Valid

1473

Missing

0

Mean

3.261

Std. Deviation

2.3585
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	Wife's religion
Attribute Name

Attribute Type

Description
of Attribute Value
Wife's religion

Binary

0=Non-Islam

1=Islam

N

Valid

1473

Missing

0

Mean

.85

Std. Deviation

.357
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	Wife's now working?
Attribute Name

Attribute Type

Description
of Attribute Value
Wife's now working?

Binary

0=Yes

1=No

N

Valid

1473

Missing

0

Mean

.75

Std. Deviation

.433

[image: image12.emf]1.5 1 0.5 0 -0.5

wife_now_work

1,400

1,200

1,000

800

600

400

200

0

Frequency

Mean = 0.75

Std. Dev. = 0.433

N = 1,473

Histogram



[image: image13]

	Husband's occupation
Attribute Name

Attribute Type

Description
of Attribute Value
Husband's occupation

Categorical

1, 2, 3, 4

N

Valid

1473

Missing

0

Mean

2.14

Std. Deviation

.865
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	Standard-of-living index
Attribute Name

Attribute Type

Description
of Attribute Value
Standard-of-living index

Categorical

1=low ; 2, 3, 4=high

N

Valid

1473

Missing

0

Mean

3.13

Std. Deviation

.976

[image: image16.emf]5 4 3 2 1 0

standard_of_living_index

700

600

500

400

300

200

100

0

Frequency

Mean = 3.13

Std. Dev. = 0.976

N = 1,473

Histogram




[image: image17]

	Media exposure
Attribute Name

Attribute Type

Description
of Attribute Value
Media exposure

Binary

0=Good ; 1=Not good

N

Valid

1473

Missing

0

Mean

.07

Std. Deviation

.262
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· Step Four : Create a Model Set

There are total 1473 samples in our model set. We plan to use random sampling to select 75% of the data as the training set, and the rest of the data is used to be testing set in this experiment. 

Rapid miner supports us to do this task easily. As shown in Figure 4.2, we create a new building block used for the nominal data in the beginning. Then, we change the number of validations which means the parts we want to divide. Rapid miner, the system would do random sampling automatically so that our experiment could go smoothly.
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Figure 4.1 the raw data of our model set
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Figure 4.2 the setup for dividing the all data

· Step Five : Fix Problems with the Data

According to the description of the data in the dissertation, there is no missing value in this data set. Although a little skewed distributions existing in our data set, we didn’t discard the records because we have less information about the detail of this data set. It does not confuse the outcomes to ignore the condition of skewed distributions because there are no conspicuous biases in all the data.

· Step Six : Transform Data to Bring Information to the Surface 

Because most of the values of the attribute named Media Exposure are “Good”, we decide to try two possible conditions. One condition is that we keep this attribute, but another is that we ignore it. Then we observe the differences between the outcomes. Besides, we choose the numeric variables to do the statistical analysis to finding outliers, but variables whose values are nominal could not do any statistical analysis.

· Step Seven : Build Model

After step6, now what we need to is to build model. At this step, we used RapidMiner which was called YALE before to mine the data set.

In the software, the models we used were “Decision Tree”, “Ripper”, and “W-JRip”. Now let’s look the models we built:
A. Decision Tree:
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As the picture above, we can see the tree is pretty unbalanced and right-leaning. Below we would show some part of the unbalanced tree:
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On top of the tree, we can know some information that a couple doesn’t use any contraception (Class=1) while the number of their children <1. Although there are more conditions under other branches, we can clearly see the class labeled is also 1. When the number of children >=1, the contraception method couples use will depend on different situations, for instance, number of children >=3, whether wife is working now or not and so on.
B. Ripper:

At Ripper, we found the 8 rules:
	1.  if wife_age > 30 and Num_children_born <= 1 then 1  (53 / 1 / 3) 

2.  if Num_children_born <= 0 then 1  (36 / 0 / 0) 

3.  if Wife_education = 4 and wife_age <= 42 and Wife_religion = 0 and  

Num_children_born > 3 then 2  (0 / 14 / 0) 

4.  if Wife_education = 1 and Husband_occupation = 2 then 1 (17 / 0 / 1) 

5.  if Wife_education = 4 and wife_age > 33 and Num_children_born >   

2 and Husband_occupation = 1 and Num_children_born <= 3 then 2  (1 / 10 / 2) 

6.  if Num_children_born > 2 and wife_age <= 33 and Wife_now_working = 
1 and Num_children_born <= 4 and wife_age > 28 then 3  (1 / 0 / 13) 

7.  if wife_age <= 35 and Num_children_born > 4 and Media_exposure = 0 then 3  (1 / 2 / 12) 

8.  if Husband_education = 4 and wife_age <= 44 and living_level = 3   

and wife_age > 37 then 2  (0 / 5 / 0) 
else 1  (305 / 168 / 281)


What we focus is when couple would use long-term contraception method, so the rules we mined and are interested are rule (3), (5), and (8). 
We learned the long-term method would be used when: 
(1) Wife_education = 4 and wife_age <= 42 and Wife_religion = 0 and Num_children_born > 3 then 2. 
(2) Wife_education = 4 and wife_age > 33 and Num_children_born > 2 and Husband_occupation = 1 and Num_children_born <= 3 then 2. 
(3) Husband_education = 4 and wife_age <= 44 and living_level = 3 and wife_age > 37 then 2.
C. W-JRip:

At W-JRip, we found the 4 rules:
	1.  (Wife_education = 4) and (Num_children_born >= 3) and (wife_age >= 35) => method_used=2 (178.0/76.0)

2.  (wife_age <= 33) and (Num_children_born >= 3) => method_used=3 
(271.0/120.0)
3.  (wife_age <= 33) and (Num_children_born >= 1) and (wife_age <= 22) 
=> method_used=3 (106.0/51.0)

4.  => method_used=1 (771.0/342.0)


As we mentioned above, the rule we are interested is (1) (Wife_education = 4) and (Num_children_born >= 3) and (wife_age >= 35) => method_used=2. That means if wife’s education is the highest and children number >=3 and wife age >=35, then the couple would use long-term method.
· Step Eight : Assess Model

At this step, we used some part of source data as testing data set. To get to know whether the model we build is good or not, the software supplies some measurements to inform us. Among so many kinds of measurement, we measure our result by accuracy and classification error.

Let’s look the result of those models:
A. Decision Tree:
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As we see, using the accuracy of decision tree is 43.59% ±1.99%(≒2%), and classification error is 56.41% ±1.99%. So we can conjecture that using DT wouldn’t build a good model as we except.
B. Ripper:
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From the table above, the accuracy in Ripper Model is 48.98% which is a little better than DT. As same as the classification error. We also know the model is good at predicting class=1, but bad at class=2, 3.
C. W-JRip:
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From the table above, the accuracy in W-JRip Model is 53.7% and classification error is 46.26%. But we can learn the model isn’t good at predict any class.

· Conclusion

After processing by Rapid Miner, we exactly get some outcomes and information we anticipated from the model set, which are major customers used these contraceptive methods and the characteristics. But there are several problems about the decision tree. Not only the accuracy rate is the lowest, but the error rate is the highest. For instances, the decision tree could not predict the value of class 2 correctly so that the value of class 2 always be zero. Therefore, although the shape of the decision tree looks logical, the values which it predicts are wrong.

By experiencing this data mining processes, we do not learn more knowledge and tools about data mining, but also try to run the experiment by ourselves. Here are some points we should improve in this experiment:

1. Compared with other data set, our data are not large enough. So we maybe get some troubles in the modeling process, such as outliers, skew distributions and missing values.

2. The values of the attribute named Media Exposure always show “Good”, so we can not estimate whether this attribute works or not. Because of this, we should ignore it. 

3. It is hard to explain the detail of each attribute because there is no reference about this dissertation. Because of that, we maybe make some misunderstanding to attributes.

4. The outcomes change by the period and environment when the dataset is collected. For example, the environment of this dataset is Indonesia and the people there are Muslim. We think the outcomes are seldom the same in Taiwan.

Based on these points, we have no chances to try other data mining methods. What a pity it is. After all, it’s an interesting experience for us to run this project.
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