Data Mining Project 2
Mining Mushroom’s World!
指導教授: 黃三益 教授

Group 4 組員

B924020029 翁鈴超
B924020012 曾惠萍

B924020030 鍾正一 

目錄
1. Introduction………………………………2
2. Data mining procedure…………………..2

　-Step 1…………………………………….2
　-Step 2…………………………………….2
　-Step 3…………………………………….3
　-Step 4…………………………………….7
　-Step 5…………………………………….7
　-Step 6…………………………………….7
　-Step 7…………………………………….7
　-Step 8…………………………………….9
3. Conclusion………………………………11
4. Appendix………………………………...12
1. Introduction
1.1 Background
a. When encountering wilderness survival, we can tell the poison of mushrooms to decide whether it can be eaten or not.
b. Be a MIS stuff, we should also improve the ability to survive.
c. There are many characters of mushrooms to analyze suitably with data mining tools.

d. To survive outside the computer world
1.2 About data

a. Source of data：UCI Machine Learning Repository
Mushrooms Database
· From Audobon Society Field Guide 

· Documentation：complete, but missing statistical information 

· Described in terms of physical characteristics 

· Classification：poisonous or edible 

· All attributes are nominal-valued 
b. Past Usage
· Schlimmer,J.S. (1987). Concept Acquisition Through Representational Adjustment (Technical Report 87-19).
· Iba,W., Wogulis,J., & Langley,P. (1988). ICML, 73-79

2. Data mining procedure

Step 1: Translate the Business Problem into a Data Mining Problem

Data Mining Goal:

  Our goal of data mining is to separate edible mushrooms from poisonous ones. This is a classification problem. This is also directed data mining with the target variable of whether the mushroom can be eaten or not. 

How will the Results be Used?

  Our data mining engagements are designed to increase the survival rate when we’re in the wild. If we’re able to distinguish mushrooms between edible and poisonous by their appearances. We’ll be able to survive in deep mountains by eating mushrooms.

How will the Results be Delivered?

  We’ll deliver the data mining result by using Decision Tree, Naïve Bayes, Ripper and NeuralNet.

Step 2: Select Appropriate Data

Data Source: 

Our mushroom records are drawn from The Audubon Society Field guide to North American Mushrooms (1981). G. H. Lincoff (Pres.), New York: Alfred A. Knopf. Jeff Schlimmer donated these data on April 27th, 1987.

Volumes of Data:

  This mushroom data set has 8124 instances. 4208(51.8%) of them are classified edible, while 3916(48.2%) are classified poisonous. 2480(30.5%) of the instances has missing values and all the missing values occur in attribute “stalk-root”.

How Many Variables?

  This data consists of 22 attributes. They’re cap-shape, cap-surface, cap-color, bruises, odor, gill-attachment, gill-spacing, gill-size, gill-color, stalk-shape, stalk-root, stalk-surface-above-ring, stalk-surface-below-ring, stalk-color-above-ring, stalk-color-below-ring, veil-type, veil-color, ring-number, ring-type, spore-print-color, population and habitat.

How Much History is Required?

  Mushrooms may have seasonality. But we don’t have to consider this kind of seasonality, the only thing we care about is if we can eat them when we see them. Besides, the same kind of mushrooms doesn’t change much from the past to the future.

Step 3: Get to Know the Data

Examine Distributions:

  By using “Weka”, we visualize all the 22 attributes with histograms. This helps us to examine the distribution and think about what it’s telling us. The histograms are listed below with our comments about them.

	Class: edible=e, poisonous=p
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	Attribute Information: (Total 22 Attributes)

	1. cap-shape: bell=b, conical=c, convex=x, flat=f, knobbed=k, sunken=s

[image: image2.jpg]ang convex

a2





Comment: The data has all 6 kinds of values.
	2. cap-surface: fibrous=f, grooves=g, scaly=y, smooth=s
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Comment: The data has all 4 kinds of values.

	3. cap-color: brown=n, buff=b, cinnamon=c, gray=g, green=r, pink=p, purple=u, red=e, white=w, yellow=y
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Comment: The data has all 10 kinds of values.
	4. bruises?: bruises=t, no=f
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Comment: The data has all 2 kinds of values.

	5. odor: almond=a, anise=l, creosote=c, fishy=y, foul=f, musty=m, none=n, pungent=p, spicy=s
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Comment: The data has all 9 kinds of values.
	6. gill-attachment: attached=a, descending=d, free=f, notched=n
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Comment: Only 2 kinds of value appears (total 4 kinds).

	7. gill-spacing: close=c, crowded=w, distant=d
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Comment: Only 2 kinds of value appear (total 3 kinds).
	8. gill-size: broad=b,narrow=n
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Comment: The data has all 2 kinds of values.

	9. gill-color: black=k, brown=n, buff=b, chocolate=h, gray=g, green=r, orange=o, pink=p, purple=u, red=e, white=w, yellow=y
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Comment: The data has all 12 kinds of values.
	10. stalk-shape: enlarging=e, tapering=t
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Comment: The data has all 2 kinds of values.

	11. stalk-root: bulbous=b, club=c, cup=u, equal=e, rhizomorphs=z, rooted=r, missing=?
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Comment: Only 4 kinds of value appear (total 6 kinds). 2480 of this attribute has missing values and they’re not drawn in the histogram. 
	12. stalk-surface-above-ring: fibrous=f, scaly=y, silky=k, smooth=s
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Comment: The data has all 4 kinds of values.

	13. stalk-surface-below-ring: fibrous=f, scaly=y, silky=k, smooth=s
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Comment: The data has all 4 kinds of values.
	14. stalk-color-above-ring: brown=n, buff=b, cinnamon=c, gray=g, orange=o,                                   pink=p, red=e, white=w, yellow=y
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Comment: The data has all 9 kinds of values.

	15. stalk-color-below-ring: brown=n, buff=b, cinnamon=c, gray=g, orange=o, pink=p, red=e, white=w, yellow=y
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Comment: The data has all 9 kinds of values.
	16. veil-type: partial=p, universal=u
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Comment: Only 1 kind of value appears (total 2 kinds).

	17. veil-color: brown=n, orange=o, white=w, yellow=y
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Comment: The data has all 4 kinds of values.
	18. ring-number: none=n, one=o, two=t
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Comment: The data has all 3 kinds of values.

	19. ring-type: cobwebby=c, evanescent=e, flaring=f, large=l, none=n, pendant=p, sheathing=s, zone=z

[image: image20.jpg]s pendant
‘wanlscom
¢

|
large
| Pt

flaring none
P




Comment: Only 5 kinds of value appear (total 8 kinds).
	20. spore-print-color: black=k, brown=n, buff=b, chocolate=h, green=r, orange=o, purple=u, white=w, yellow=y
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Comment: The data has all 9 kinds of values.

	21. population: abundant=a, clustered=c, numerous=n, scattered=s, several=v, solitary=y
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Comment: The data has all 6 kinds of values.
	22. habitat: grasses=g, leaves=l, meadows=m, paths=p, urban=u, waste=w, woods=d
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Comment: The data has all 7 kinds of values.


Compare Values with Descriptions

  After examining the histograms of attributes, we can see that no unexpected values exist except for missing values.

Step4: Create a Model Set

Creating a Balanced Sample:

We have total 8124 mushroom data samples. We use 75% (6093) of them as training data,25% (2031) as test data .

We use rapid miner’s function named “cross-validation” to achieve this task.

Step 5: Fix Problems with the Data

Dealing with Missing Values:

The attribute ‘stalk-root’ has 2480 missing values. We use Rapid miner to replace missing value with the average of stalk-root value. We replace ‘?’ with the average value ‘b’.

Step 6: Transform Data to Bring Information to the Surface

Because all the value of attribute Veil-Type are “p”, we can ignore this attribute.

Because all of the attribute’s value type are nominal, we can’t do any static analysis in this step.

Step7: Build Model

We build four models which are Decision Tree, Naïve Bayes , Ripper, and Neural Net.

7.1 Decision Tree:

Model:
Please see appendix 1
Performance:

Accuracy:99.11%
	
	True p
	True e
	Class precision

	Pred. p
	961
	0
	100%

	Pred. e
	18
	1052
	98.32%

	Class recall
	98.16%
	100.00%
	


Lift:189.81%(positive class:e)
	
	True p
	True e
	Class precision

	Pred. p
	961
	0
	100%

	Pred. e
	18
	1052
	98.32%

	Class recall
	98.16%
	100.00%
	


7.2 Naive Bayes:

Model:
Please see appendix 2
Performance:
Accuracy:99.11%
	
	True p
	True e
	Class precision

	Pred. p
	902
	9
	99.01%

	Pred. e
	77
	1043
	93.12%

	Class recall
	92.13%
	99.14%
	


Lift:179.79%(positive class:e)

	
	True p
	True e
	Class precision

	Pred. p
	902
	9
	99.01%

	Pred. e
	77
	1043
	93.12%

	Class recall
	92.13%
	99.14%
	


7.3 Ripper:

Model:

if odor = n and stalk-shape = t then e  (0 / 1860)
if ring-type = p and gill-size = b and stalk-shape = e and ring-number = o then e  (0 / 680)
if odor = n and spore-print-color = w and gill-size = b then e  (0 / 398)
if odor = n and bruises = f and stalk-surface-above-ring = s then e  (0 / 129)
if habitat = d and bruises = t then e  (0 / 71)
if stalk-color-above-ring = w and bruises = f and gill-spacing = w and odor = n then e  (0 / 18)
if veil-type = p then p  (2937 / 0)

Performance:

Accuracy:100%
	
	True p
	True e
	Class precision

	Pred. p
	979
	0
	100.00%

	Pred. e
	0
	1052
	100.00%

	Class recall
	100.00%
	100.00%
	


Lift:193.06%(positive class:e)

	
	True p
	True e
	Class precision

	Pred. p
	979
	0
	100.00%

	Pred. e
	0
	1052
	100.00%

	Class recall
	100.00%
	100.00%
	


7.4 NeuralNet:

Model:
Please see appendix 3
Performance:

Accuracy:91.04%
	
	True p
	True e
	Class precision

	Pred. p
	907
	110
	89.18%

	Pred. e
	72
	942
	92.90%

	Class recall
	92.65%
	89.54%
	


Lift:179.35%(positive class:e)

	
	True p
	True e
	Class precision

	Pred. p
	907
	110
	89.18%

	Pred. e
	72
	942
	92.90%

	Class recall
	92.65%
	89.54%
	


Step8: Assess Models


Because our data mining problem is a classification task, we use accuray and lift to evaluate the models.
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From Pic1 it shows that ripper and decision tree model both are very excellent in our experiment.
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From Pic2 it shows that ripper and decision tree model both are very excellent in our experiment, too.

Although it looks like ripper is the best model, we don’t know how much time and cost to build it.

3. Conclusions

In our experiment, it is obvious that ripper and decision tree are good. Maybe when all the data attribute type are nominal, this two methods are useful.

We suppose that when all the attribute in data are nominal, with exact terms method like decision tree or ripper will have good performance.
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