Introduction

Since Chinese Professional Baseball League (CPBL) had been founded in 1990, baseball games always accompany us in Taiwan. Absolutely, baseball has became one popular sport in Taiwan. But with regard to the origin of baseball sport, Major League Baseball (MLB) in United States of America is the most representative baseball league. More and more Taiwan players go to USA and play baseball in MLB in recent years, and then draw more attentions of Taiwan people to MLB.

As mention to MLB, the Cy Young Award must be noted. The Cy Young Award is the highest honor of pitchers in MLB. It is to commemorate the famous pitcher Cy Young that passed away in 1955, he had been elected into the National Baseball Hall of Fame and Museum in 1937, was the third pitcher elected. The candidates of Cy Young Award come from the 28 members of Baseball Writers Association of America. Each member will address three pitchers that s/he thinks they are the most suitable for the award, and then count the weighted scores. The weighted rules as following: the first rank to the pitcher will get five points, the second rank will get three points, and the third rank will get one point. Hence the score for each candidate equals the total number of first rank that the pitcher got multiplied by five plus the total number of second rank that the pitcher got multiplied by three plus the total number of third rank that the pitcher got. The pitcher that got the highest scores in his league (AL or NL) will be the winner of Cy Young Award of his league in the year.
Even though the Cy Young Award winner comes from the poll of Baseball Writers Association of America members, there are no definite rules be used to judge. Nevertheless, many measurements could be used to judge whether a pitcher is good or not. For example, “Wins” for total game number of the pitcher wins; “ERA (Earned Runs Average)” for the average lost scores per nine innings of the pitcher; “WHIP (Walk plus Hits per Inning Pitching)” for the average walks and hits number for each inning; “G/F (Groundout/fly out)” for the ratio of the total number of ground outs and the total number of fly outs by the pitcher; and so on. What the most representative measurements that the Cy Young Award jury prefers to use is the thing we concerned.

For this reason, the aim of this study is to analysis the historical statistics of pitchers over the years, then building a predictive model, and finally to predict the Cy Young Award winner of the year in the future.
Data mining procedure
Step One：Translate the Problem into a Data Mining Problem

The data mining problem in this study aims to find the required characteristics of a pitcher to win Cy Young Award that the highest honor of MLB pitchers. There is a target variable in the problem, whether the pitcher win the Cy Young Award or not. Thus we think the problem could be categorized as directed data mining problem, and the appropriate task form of the problem is classification. We decide to use decision tree as the data mining technique after our discussion.

We expect to apply the result to predict the winner of Cy Young Award in the future. Sometime, when the sport games are being held, the TV station will encourage the audiences to send short message (SMS) with a team name to certain phone number to guess the winner of the sport game. If there is a predictive activity that used to guess the Cy Young Award winner, we can obtain more probabilities to win this “Winner-predictor” game. Or we can also use the result to take part in a gambling game to win money, maybe. And finally, we could implement an application to predict the Cy Young Award winner.

Step Two：Select Appropriate Data

Since there are many baseball leagues in this world, many statistics data of players existed. With regard to the data mining problem, the Cy Young Award is belongs to MLB, not belongs to the whole world’s baseball leagues. Consequently, we will not use statistics data from other baseball leagues, to obtain more precision. There are the most complete historical statistics data in MLB website with a year period form 1871 to 2006. The statistics data is presented in table form in web page, and could be presented in different way since the users can set various criteria, for example, we can just select the statistics of pitchers’ pitching in certain year. Hence we only use the statistics data from MLB website directly as the data source in this study. In addition, the list of Cy Young Award winners used to support the data set since the Cy Young Award is the label.

Because the problem is about the Cy Young Award that was founded in 1956, the statistics data from 1956 to 2006 is the appropriate data set in this study. We use the all complete statistics data of recent fifty years, total 21456 records. Besides, we will take “time” factor into account to divide the data set for building different models. For instance, the MLB add several items to the pitchers’ statistics data in 1999, there are no data of such items before 1999. Therefore we will select the statistics data from 1999 to 2006 to build another model, trying to obtain the most appropriate model.

We got the detailed statistics data of pitchers that contains all items could be used to describe the pitcher form MLB website. We decide to remove the items that are not representative of a pitcher, and to use the most representative items of a pitcher as the variables in the data mining task of this study.

There are all pitchers’ statistics data of every year in MLB website, and the number is not so large. Thus we will not miss any records in the statistics data.

Step Three：Get to know the data
The materials that we used all come from MLB official site. MLB is the supreme palace of global baseball, every measure and equipment are very perfect, the competition is noted down completely. After every ball season, there are some award according to record, so record these correct record and maintenance. These materials have already been disclosed for a lot of years. Many baseball fans have had a look around, it is believed that materials quality of these record can be believed in. We have had a look around these materials, and feel its materials quality is very good. Because of the change of baseball rules, there is value since 1999 in some attributes. So, we have not listed the question about materials.

Step Four：Create a model set
Model set includes all materials used in setting up model procedure. Some materials are used for proving whether model is steady, but some materials are used for assessing model.

We divide the materials into training data and testing data. Training data is used for setting up model, but testing data is used for examining whether model set is correct. 

In order to display the materials really and obtain the certain result of mining,we use the primitive material. We do not create a balanced sample. We use all record since C.Y. award set up (1956) to create a model set for prediction. We can use the materials in this year to predict the C.Y. award winner immediately, because C.Y. award is announced in some time after game season. The record of MLB is not the seasonal materials. It does not need to divide sectors. However, because the baseball rule changed since 1999, we will pick the materials since 1999. We use these for setting up model set, but not use all materials.

Step Five：Fix problems with the data
In this step, it should deal with the problem on the materials, for instance missing value, outlier,etc. Because we can get the materials from several sources, different sources may be use different method to express the same materials. We must express the inconsistent materials in the same way.

Because our materials are taken from MLB official side, its materials quality is very good, and come from the single source. Through after checking, there are not questions on materials need revising.

Step Six：Transform data to bring information to the surface
In this step, it should adjust attribute of the materials and attribute value to accord with the demands for data mining technology to make it can carry on data mining. For example, which attributes are needed adding and decreasing, the combinations of attributes, and materials number value is converted (number is convert into the proportion) ,etc..

We mention in the front, there is number value since 1999 in some attribute. So, we delete the attribute. In order to consider the influence which may bring in times, we added an attribute – Year. It express the year that every materials where produce. In order to cooperate with the technology of data mining - classification, we add an attribute, it express whether the person get the C.Y. award. Then it could analyse in this way.

Step Seven：Build Models
Tools Used
We tried Weka and RapidMiner for model construction. Weka is a popular data mining tool, and RapidMiner is a successor to an emerging tool, YALE. We managed to use web browsers and Microsoft Excel to retrieve and parse all yearly data of all players from 1956 to 2006 from MLB web site, and we got 21456 data instances with 42 attributes. Each instance represents a pitching statistic for a year alone for a single MLB pitcher. Previous Weka users told us that Weka would crash during model induction if we have data input more than about 10000 instances. We tried to avoid that issue by giving more memory to Weka, and we successfully run algorithms like ADTree and NaiveBayes on our data. However, we failed to run some other algorithms, such as Decision Table and BayesNet, because Weka really crashed several seconds after it started model induction. RapidMiner outputs colorful trees, but we failed to find testing statistics such as precision, recall and ROC area, therefore we used outputs from Weka.

Blank Attributes
During data preprocessing stage, we noticed that columns including SVO, TB, SB, CS,etc have blank values for the years 1956~1998. MLB probably didn’t record those values until 1999. We wanted discard attributes only when necessary to avoid the situation that the discarded attributes are important to make a player Cy Young Award winner, so we tried to perform experiment with and without the attributes that have blank values before 1999.

Build Model
Because we thought decision trees are easy to interpret and quick to build, we tried to build our first model with ADTree (Alternating Decision Tree) algorithm. The models generated were tested with 10 folds cross validation, which was the default setting of Weka. ADTree algorithm was applied to three data sets: MLB 1956~2006 records with blank attributes, MLB 1999~2006 records, MLB 1956~2006 without blank attributes. Columns used for identity such as “Player”, “Team” and “Year” are discarded.

MLB 1956~2006 records with blank attributes

MLB_merged_1956_2006.csv

ADTree
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=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.999     0.63       0.997     0.999     0.998      0.969    FALSE

  0.37      0.001      0.618     0.37      0.463      0.969    TRUE

=== Confusion Matrix ===

     a     b   <-- classified as

 21343    21 |     a = FALSE

    58    34 |     b = TRUE 
MLB 1956~2006 records without blank attributes

MLB_merged_1956_2006_RemoveMissingColumns.csv

ADTree
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=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.999     0.674      0.997     0.999     0.998      0.964    FALSE

  0.326     0.001      0.682     0.326     0.441      0.964    TRUE

=== Confusion Matrix ===

     a     b   <-- classified as

 21350    14 |     a = FALSE

    62    30 |     b = TRUE
MLB 1999~2006 records

MLB_merged_1999_2006.csv

ADTree

[image: image5.jpg]<185

665

<665

203

<155 =155

Tree View





[image: image6.jpg]True Positive Rat... ¥

[cotons: Threshold atum) ] [select nstance ~|

S Titter _———

Plot (Area under ROC=08788) |

0.0002

Class colour
—

o.com0t6 03 o





=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.999     0.813      0.997     0.999     0.998      0.879    FALSE

  0.188     0.001      0.5       0.188     0.273      0.879    TRUE

=== Confusion Matrix ===

    a    b   <-- classified as

 5090    3 |    a = FALSE

   13    3 |    b = TRUE
Step Eight：Assess Models
Because there are only two classes in our problem: Winner / Not Winner and number of winners is extremely small compared to number of players, we tried to apply alternative metrics introduced in section 5.7 of textbook to evaluate our model. The Winner class is considered rare and the Positive class.

For all three models above, the False Positive Rate (FPR), the fraction of negative examples predicted as a positive class, is rather small (0.001), which means it is very unlikely to incorrectly predict a non-winner player as a winner. This can be described as: “if the decision tree predicts a player as the winner, it is really confident of that prediction.” On the contrary, the Recall values are not very high (0.188~0.37), which means the decision tree may miss many winners. The F1 measures (0.273~0.463) are not very high, either.

According to the text book, the ROC curve of a good classification model should be located as close as possible to the upper left corner of the diagram, and a model performing random guessing would yield an area sized 0.5 under ROC curve. The ROC area values of the above models are higher than 0.8 (0.879~0.969), which means we can consider the models better than random guessing and may be good models.

Try to Improve the Model
Although the models generated by Alternating Decision Tree algorithm are pretty good according to their high ROC Area value, we still wanted to see if we could get better models with different algorithms. If the decision tree is used for gambling, it has to be extremely accurate.

MLB 1956~2006 records

MLB_merged_1956_2006_RemoveMissingColumns.csv

J48
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=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.999     0.663      0.997     0.999     0.998      0.757    FALSE

  0.337     0.001      0.508     0.337     0.405      0.757    TRUE

=== Confusion Matrix ===

     a     b   <-- classified as

 21334    30 |     a = FALSE

    61    31 |     b = TRUE

MLB 1956~2006 records

MLB_merged_1956_2006_RemoveMissingColumns.csv

NaiveBayes

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.887     0.076      1         0.887     0.94       0.959    FALSE

  0.924     0.113      0.034     0.924     0.066      0.961    TRUE

=== Confusion Matrix ===

     a     b   <-- classified as

 18946  2418 |     a = FALSE

     7    85 |     b = TRUE
The results showed that although we have not tried all algorithms, but among all algorithms we used, ADTree performed well and generate a best model. We tried to make some observations on the models.

Observations on the Models
The best model we got was generated with ADTree algorithm and MLB 1956~2006 records without blank attributes. We could see from the confusion matrix that the resulting decision tree classified 92 known Cy Young Award winners to be 34 winners and 58 non-winners. We might hesitate to use this decision tree for gambling, because it is not perfect. For true gamblers, they may rely on their intuitive and experiences.

=== Confusion Matrix ===

     a     b   <-- classified as

 21350    14 |     a = FALSE

    62    30 |     b = TRUE
=== Confusion Matrix ===

    a    b   <-- classified as

 5090    3 |    a = FALSE

   13    3 |    b = TRUE
As to which attributes matter most when choosing a Cy Young Award winner, we summarized the number of appearance of attributes in different models in the following table.

	Number of Appearance of Attributes in Different Models

	
	W
	BB
	WPCT
	OBA
	WHIP
	K/9
	ERA
	GF

	1956~2006

ADTree
	2
	
	3
	1
	
	
	
	1

	1956~2006 Without Blank Attributes

ADTree
	2
	1
	1
	
	1
	1
	1
	

	1999~2006

ADTree
	2
	1
	
	1
	
	1
	1
	

	1956~2006 Without Blank Attributes

J48
	3
	2
	
	
	1
	
	
	1


We can see from the table that attributes like W (Winning), BB (Base on Balls or Walk), WPCT (Winning Percentage), and OBA (On Base Average) appeared in many decision trees, and maybe those attributes matter most when choosing a Cy Young Award winner.

Step Nine：Deploy Models

Finally, we can implement a computer program with the built model. The computer program could be used to predict the Cy Young Award winner more easily.

Step Ten：Assess Results
To assess the results after applied the model in this study is not hard. The users could compare the results that shown the most possible pitcher to win the Cy Young Award and the final Cy Young Award winner directly. If the two results matched, the result that obtained from applying the built model is not bad. Besides, because the data mining problem dose not relate to business, the result might not bring the physical profit “money”, but just for personal interest. We think the results do not have to be assessed so seriously and formally. When one person is interested in who will win the Cy Young Award, s/he could apply the model and then get the result. Actually, we think the assessment of the result mainly comes from the judgment of the person.

Step Eleven：Begin Again

We believe the data mining task has to be done again when the environment of MLB had changed. For example, when the average numbers of games that pitcher attended growing distinctly, the “Wins” number and “Losses” number will also increase. Such cases will be possible to affect the built models.

Conclusions

We have used the classification technology to set up the model of predicting, and examine its result. We find its accuracy is not high. Such a result may because some factor we are not to consider. As if the influence of time. The values of person of each of times may be different, cause that the factors of C.Y. award may be different determining in different times. We have not probed into this topic thoroughly.

Though the accuracy of prediction model which we set up is not high enough . It can not use in the place with essence interests, such as gamble. But we think this is an interesting experience. We can to predict privately the C.Y. award winner after MLB ball season. This will be an interesting thing.

Appendix
The result of AD Tree
=== Run information ===

Scheme:       weka.classifiers.trees.ADTree -B 10 -E -3

Relation:     MLB_merged_1956_2006_RemoveMissingColumns-weka.filters.unsupervised.attribute.Remove-R1-3

Instances:    21456

Attributes:   30

              CyYoungAward_Winner

               W

               L

               ERA

               G

               GS

               CG

               SHO

               SV

               IP

               H

               R

               ER

               HR

               HBP

               BB

               SO

               WPCT

               BK

               WP

               IBB

               WHIP

               OBA

               AVG

               PA

               GF

               K/BB

               BB/9

               K/9

               H9   

Test mode:    10-fold cross-validation

=== Classifier model (full training set) ===

Alternating decision tree:

: -2.718

|  (1) W < 15.5: -1

|  (1) W >= 15.5: 1.496

|  |  (6) W < 21.5: -0.483

|  |  (6) W >= 21.5: 0.889

|  (2) WHIP < 1.205: 0.583

|  |  (4) SV < 20.5: -0.358

|  |  |  (5) WPCT < 0.642: -1.381

|  |  |  (5) WPCT >= 0.642: 0.379

|  |  |  (9) GS < 3.5: -1.808

|  |  |  (9) GS >= 3.5: 0.165

|  |  (4) SV >= 20.5: 1.314

|  |  (10) ERA < 3.125: 0.098

|  |  (10) ERA >= 3.125: -1.116

|  (2) WHIP >= 1.205: -1.034

|  |  (3) BB < 66.5: -2.497

|  |  (3) BB >= 66.5: 0.686

|  |  |  (7) L < 10.5: 0.576

|  |  |  (7) L >= 10.5: -1.905

|  (8) K/9 < 6.145: -0.544

|  (8) K/9 >= 6.145: 0.227

Legend: -ve = FALSE, +ve = TRUE

Tree size (total number of nodes): 31

Leaves (number of predictor nodes): 21

Time taken to build model: 32.53 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances       21380               99.6458 %

Incorrectly Classified Instances        76                0.3542 %

Kappa statistic                          0.4396

Mean absolute error                      0.0113

Root mean squared error                  0.0597

Relative absolute error                131.1553 %

Root relative squared error             91.35   %

Total Number of Instances            21456     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.999     0.674      0.997     0.999     0.998      0.964    FALSE

  0.326     0.001      0.682     0.326     0.441      0.964    TRUE

=== Confusion Matrix ===

     a     b   <-- classified as

 21350    14 |     a = FALSE

    62    30 |     b = TRUE

The result of J48

=== Run information ===

Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2

Relation:     MLB_merged_1956_2006_RemoveMissingColumns-weka.filters.unsupervised.attribute.Remove-R1-3

Instances:    21456

Attributes:   30

              CyYoungAward_Winner

               W

               L

               ERA

               G

               GS

               CG

               SHO

               SV

               IP

               H

               R

               ER

               HR

               HBP

               BB

               SO

               WPCT

               BK

               WP

               IBB

               WHIP

               OBA

               AVG

               PA

               GF

               K/BB

               BB/9

               K/9

               H9   

Test mode:    10-fold cross-validation

=== Classifier model (full training set) ===

J48 pruned tree

------------------

 W <= 17: FALSE (20922.0/18.0)

 W > 17

|    W <= 21

|   |    WHIP <= 1.06

|   |   |    SO <= 291

|   |   |   |    HR <= 8: TRUE (4.0/1.0)

|   |   |   |    HR > 8

|   |   |   |   |    K/BB <= 3.66: FALSE (26.0)

|   |   |   |   |    K/BB > 3.66

|   |   |   |   |   |    GF <= 0

|   |   |   |   |   |   |    WP <= 4

|   |   |   |   |   |   |   |    BK <= 0: FALSE (7.0)

|   |   |   |   |   |   |   |    BK > 0: TRUE (3.0/1.0)

|   |   |   |   |   |   |    WP > 4: TRUE (6.0/1.0)

|   |   |   |   |   |    GF > 0: FALSE (5.0)

|   |   |    SO > 291: TRUE (4.0)

|   |    WHIP > 1.06

|   |   |    L <= 6

|   |   |   |    CG <= 0: TRUE (3.0/1.0)

|   |   |   |    CG > 0

|   |   |   |   |    HR <= 14

|   |   |   |   |   |    PA <= 927: FALSE (8.0)

|   |   |   |   |   |    PA > 927: TRUE (6.0/1.0)

|   |   |   |   |    HR > 14: FALSE (26.0)

|   |   |    L > 6: FALSE (335.0/8.0)

|    W > 21

|   |    ER <= 102

|   |   |    W <= 23

|   |   |   |    IBB <= 4

|   |   |   |   |    W <= 22

|   |   |   |   |   |    WHIP <= 1.07

|   |   |   |   |   |   |    L <= 8: TRUE (2.0)

|   |   |   |   |   |   |    L > 8: FALSE (5.0)

|   |   |   |   |   |    WHIP > 1.07: FALSE (13.0)

|   |   |   |   |    W > 22

|   |   |   |   |   |    BB <= 68: FALSE (5.0)

|   |   |   |   |   |    BB > 68

|   |   |   |   |   |   |    BB <= 81: TRUE (3.0)

|   |   |   |   |   |   |    BB > 81: FALSE (2.0)

|   |   |   |    IBB > 4

|   |   |   |   |    HR <= 27

|   |   |   |   |   |    BK <= 0

|   |   |   |   |   |   |    SHO <= 4: FALSE (3.0)

|   |   |   |   |   |   |    SHO > 4: TRUE (5.0)

|   |   |   |   |   |    BK > 0: TRUE (11.0/1.0)

|   |   |   |   |    HR > 27: FALSE (4.0)

|   |   |    W > 23

|   |   |   |    GF <= 0

|   |   |   |   |    H <= 269: TRUE (17.0)

|   |   |   |   |    H > 269

|   |   |   |   |   |    W <= 24: TRUE (2.0)

|   |   |   |   |   |    W > 24: FALSE (2.0)

|   |   |   |    GF > 0

|   |   |   |   |    IBB <= 7: FALSE (6.0/1.0)

|   |   |   |   |    IBB > 7: TRUE (4.0)

|   |    ER > 102: FALSE (17.0/1.0)

Number of Leaves  : 
29

Size of the tree : 
57

Time taken to build model: 5.99 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances       21365               99.5759 %

Incorrectly Classified Instances        91                0.4241 %

Kappa statistic                          0.4032

Mean absolute error                      0.0057

Root mean squared error                  0.0633

Relative absolute error                 66.9254 %

Root relative squared error             96.8128 %

Total Number of Instances            21456     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.999     0.663      0.997     0.999     0.998      0.757    FALSE

  0.337     0.001      0.508     0.337     0.405      0.757    TRUE

=== Confusion Matrix ===

     a     b   <-- classified as

 21334    30 |     a = FALSE

    61    31 |     b = TRUE

The result of NaiveBayes
=== Run information ===

Scheme:       weka.classifiers.bayes.NaiveBayes 

Relation:     MLB_merged_1956_2006_RemoveMissingColumns-weka.filters.unsupervised.attribute.Remove-R1-3

Instances:    21456

Attributes:   30

              CyYoungAward_Winner

               W

               L

               ERA

               G

               GS

               CG

               SHO

               SV

               IP

               H

               R

               ER

               HR

               HBP

               BB

               SO

               WPCT

               BK

               WP

               IBB

               WHIP

               OBA

               AVG

               PA

               GF

               K/BB

               BB/9

               K/9

               H9   

Test mode:    10-fold cross-validation

=== Classifier model (full training set) ===

Naive Bayes Classifier

Class FALSE: Prior probability = 1   

 W:  Normal Distribution. Mean = 4.6381 StandardDev = 4.9455 WeightSum = 21364 Precision = 1.1071428571428572

 L:  Normal Distribution. Mean = 4.7358 StandardDev = 4.4514 WeightSum = 21364 Precision = 1.0434782608695652

 ERA:  Normal Distribution. Mean = 4.9922 StandardDev = 4.6001 WeightSum = 21364 Precision = 0.1565217391304348

 G:  Normal Distribution. Mean = 26.9612 StandardDev = 19.1454 WeightSum = 21364 Precision = 1.127659574468085

 GS:  Normal Distribution. Mean = 9.2212 StandardDev = 12.1459 WeightSum = 21364 Precision = 1.0425531914893618

 CG:  Normal Distribution. Mean = 1.4443 StandardDev = 3.3265 WeightSum = 21364 Precision = 1.0

 SHO:  Normal Distribution. Mean = 0.3849 StandardDev = 0.9891 WeightSum = 21364 Precision = 1.0833333333333333

 SV:  Normal Distribution. Mean = 2.0725 StandardDev = 5.8832 WeightSum = 21364 Precision = 1.0363636363636364

 IP:  Normal Distribution. Mean = 81.8448 StandardDev = 73.2284 WeightSum = 21364 Precision = 0.40106609808102345

 H:  Normal Distribution. Mean = 81.1498 StandardDev = 70.773 WeightSum = 21364 Precision = 1.22508038585209

 R:  Normal Distribution. Mean = 40.4856 StandardDev = 34.1015 WeightSum = 21364 Precision = 1.077922077922078

 ER:  Normal Distribution. Mean = 36.4263 StandardDev = 30.7011 WeightSum = 21364 Precision = 1.0277777777777777

 HR:  Normal Distribution. Mean = 8.2298 StandardDev = 7.7152 WeightSum = 21364 Precision = 1.0638297872340425

 HBP:  Normal Distribution. Mean = 2.2397 StandardDev = 2.6283 WeightSum = 21364 Precision = 1.0

 BB:  Normal Distribution. Mean = 30.3486 StandardDev = 25.4091 WeightSum = 21364 Precision = 1.3333333333333333

 SO:  Normal Distribution. Mean = 52.2333 StandardDev = 49.5711 WeightSum = 21364 Precision = 1.2557377049180327

 WPCT:  Normal Distribution. Mean = 0.3973 StandardDev = 0.2871 WeightSum = 21364 Precision = 0.0036231884057971015

 BK:  Normal Distribution. Mean = 0.467 StandardDev = 1.0037 WeightSum = 21364 Precision = 1.0666666666666667

 WP:  Normal Distribution. Mean = 2.8262 StandardDev = 3.0551 WeightSum = 21364 Precision = 1.0384615384615385

 IBB:  Normal Distribution. Mean = 2.917 StandardDev = 2.9835 WeightSum = 21364 Precision = 1.0952380952380953

 WHIP:  Normal Distribution. Mean = 1.5402 StandardDev = 0.6968 WeightSum = 21364 Precision = 0.06461538461538462

 OBA:  Normal Distribution. Mean = 0.348 StandardDev = 0.074 WeightSum = 21364 Precision = 0.002325581395348837

 AVG:  Normal Distribution. Mean = 0.2726 StandardDev = 0.071 WeightSum = 21364 Precision = 0.0025188916876574307

 PA:  Normal Distribution. Mean = 351.5318 StandardDev = 306.3698 WeightSum = 21364 Precision = 1.2254980079681275

 GF:  Normal Distribution. Mean = 7.822 StandardDev = 11.958 WeightSum = 21364 Precision = 1.0909090909090908

 K/BB:  Normal Distribution. Mean = 1.6825 StandardDev = 1.0448 WeightSum = 21364 Precision = 0.03633217993079585

 BB/9:  Normal Distribution. Mean = 4.1052 StandardDev = 3.1686 WeightSum = 21364 Precision = 0.11855104281009879

 K/9:  Normal Distribution. Mean = 5.741 StandardDev = 2.3649 WeightSum = 21364 Precision = 0.02423698384201077

 H9   :  Normal Distribution. Mean = 9.7555 StandardDev = 4.4079 WeightSum = 21364 Precision = 0.1386986301369863

Class TRUE: Prior probability = 0   

 W:  Normal Distribution. Mean = 20.0369 StandardDev = 5.7738 WeightSum = 92 Precision = 1.1071428571428572

 L:  Normal Distribution. Mean = 7.7013 StandardDev = 3.0994 WeightSum = 92 Precision = 1.0434782608695652

 ERA:  Normal Distribution. Mean = 2.5605 StandardDev = 0.6655 WeightSum = 92 Precision = 0.1565217391304348

 G:  Normal Distribution. Mean = 38.7449 StandardDev = 13.0256 WeightSum = 92 Precision = 1.127659574468085

 GS:  Normal Distribution. Mean = 31.4352 StandardDev = 11.4464 WeightSum = 92 Precision = 1.0425531914893618

 CG:  Normal Distribution. Mean = 11.6957 StandardDev = 8.4798 WeightSum = 92 Precision = 1.0

 SHO:  Normal Distribution. Mean = 3.7092 StandardDev = 2.8806 WeightSum = 92 Precision = 1.0833333333333333

 SV:  Normal Distribution. Mean = 3.7962 StandardDev = 11.489 WeightSum = 92 Precision = 1.0363636363636364

 IP:  Normal Distribution. Mean = 246.6295 StandardDev = 65.2891 WeightSum = 92 Precision = 0.40106609808102345

 H:  Normal Distribution. Mean = 199.7414 StandardDev = 56.6508 WeightSum = 92 Precision = 1.22508038585209

 R:  Normal Distribution. Mean = 78.4774 StandardDev = 25.4613 WeightSum = 92 Precision = 1.077922077922078

 ER:  Normal Distribution. Mean = 69.9001 StandardDev = 22.5432 WeightSum = 92 Precision = 1.0277777777777777

 HR:  Normal Distribution. Mean = 17.1716 StandardDev = 7.1426 WeightSum = 92 Precision = 1.0638297872340425

 HBP:  Normal Distribution. Mean = 4.8152 StandardDev = 3.7094 WeightSum = 92 Precision = 1.0

 BB:  Normal Distribution. Mean = 64.2464 StandardDev = 23.3519 WeightSum = 92 Precision = 1.3333333333333333

 SO:  Normal Distribution. Mean = 200.8771 StandardDev = 75.6767 WeightSum = 92 Precision = 1.2557377049180327

 WPCT:  Normal Distribution. Mean = 0.7264 StandardDev = 0.0893 WeightSum = 92 Precision = 0.0036231884057971015

 BK:  Normal Distribution. Mean = 1.1014 StandardDev = 1.6603 WeightSum = 92 Precision = 1.0666666666666667

 WP:  Normal Distribution. Mean = 5.5987 StandardDev = 3.2623 WeightSum = 92 Precision = 1.0384615384615385

 IBB:  Normal Distribution. Mean = 4.5952 StandardDev = 3.4379 WeightSum = 92 Precision = 1.0952380952380953

 WHIP:  Normal Distribution. Mean = 1.0676 StandardDev = 0.1362 WeightSum = 92 Precision = 0.06461538461538462

 OBA:  Normal Distribution. Mean = 0.2742 StandardDev = 0.0259 WeightSum = 92 Precision = 0.002325581395348837

 AVG:  Normal Distribution. Mean = 0.2195 StandardDev = 0.0235 WeightSum = 92 Precision = 0.0025188916876574307

 PA:  Normal Distribution. Mean = 987.1786 StandardDev = 257.7512 WeightSum = 92 Precision = 1.2254980079681275

 GF:  Normal Distribution. Mean = 6.4032 StandardDev = 18.7309 WeightSum = 92 Precision = 1.0909090909090908

 K/BB:  Normal Distribution. Mean = 3.4057 StandardDev = 1.4348 WeightSum = 92 Precision = 0.03633217993079585

 BB/9:  Normal Distribution. Mean = 2.3826 StandardDev = 0.7335 WeightSum = 92 Precision = 0.11855104281009879

 K/9:  Normal Distribution. Mean = 7.4444 StandardDev = 2.265 WeightSum = 92 Precision = 0.02423698384201077

 H9   :  Normal Distribution. Mean = 7.253 StandardDev = 0.9554 WeightSum = 92 Precision = 0.1386986301369863

Time taken to build model: 1.28 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances       19031               88.6978 %

Incorrectly Classified Instances      2425               11.3022 %

Kappa statistic                          0.0577

Mean absolute error                      0.1134

Root mean squared error                  0.3301

Relative absolute error               1320.628  %

Root relative squared error            505.199  %

Total Number of Instances            21456     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.887     0.076      1         0.887     0.94       0.959    FALSE

  0.924     0.113      0.034     0.924     0.066      0.961    TRUE

=== Confusion Matrix ===

     a     b   <-- classified as

 18946  2418 |     a = FALSE

     7    85 |     b = TRUE
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