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1. INTRODUCTION 

1.1 Motivation and background

Heart disease is the leading cause of death in Taiwan. According to the survey of Department of Health in Taiwan, in 2005, heart disease is the third on the rank of the number of people died, the number of people died is 12970, and the death rate is 57.1% per one hundred thousand people. Especially, coronary artery disease (CAD) is the most common type of heart disease. There are some approaches used to diagnose the CAD. They include the laboratory tests, electrocardiogram (ECG), and coronary angiography [1]. The coronary angiography is an invasive testing in which death risk is higher and cost is more expensive than others. To reduce the cost and risk, can we use noninvasive approaches, such as laboratory tests and electrocardiogram, to diagnose the possibility of occurring CAD? In this study, we applied two data mining methods to find out the effective approach for the noninvasive diagnosis of CAD.

Coronary artery disease occurs when the arteries that support blood to the heart muscle become hardened and narrowed. The arteries harden and narrow due to the buildup of a material called plaque on their inner walls. The buildup of plaque is known as atherosclerosis. As the plaque increases in size, the insides of the coronary arteries get narrower and less blood can flow through them. Eventually, blood flow to the heart muscle is reduced, and, because blood carries much-needed oxygen, the heart muscle is not able to receive the amount of oxygen it needs. Reduced or cutoff blood flow and oxygen supply to the heart muscle can result in angina and heart attack. Over time, CAD can weaken the heart muscle and contribute to heart failure and arrhythmias [2]. According to the risk assessment of CAD announced by American Heart Association [3], the important risk factors include:

· smoking

· high blood pressure

· high blood cholesterol

· diabetes

· being overweight or obese

· physical inactivity

The illustration of CAD is shown in Figure 1. 
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Figure 1. The illustration of CAD (Source: http://images.medicinenet.com/images/illustrations/heart_attack.jpg )

Determination of data set

To build effective model, we have to use the data set whose attributes contribute the risk factors or symptoms of CAD. In previous paragraph, we described the symptoms, such as angina and arrhythmias, and risk factors, such as high blood pressure and diabetes. They are adequate candidates for the attributes of classification. In addition, the data must be collected from real medical settings to ensure the validity and reliability of model. The well-known data set repository, UCI KDD Archive [4], offer suitable data set for our study. In the archive, there is a heart disease database containing four data sets concerning heart disease diagnosis. These data sets were collected from Cleveland Clinic Foundation, Hungarian Institute of Cardiology, V. A. Medical Center, and University Hospital of Switzerland. The diagnosis records over 900 items also provide sufficient sample size to build and test models.

2. Data mining procedure
Berry and Linoff suggest the data mining methodology should be follow 10 step in their text book The Data Mining Techniques. We follow and introduce and follow those steps in our report experiment. Below we show the 10 steps process.
Step one: Translate the business problem into a data mining problem

Medically if we want to know what is the cause of heart disease. We should to have some medical tests. Those could be invasive or non- invasive examination. Sometimes invasive test maybe hurt people. If the guy have no heart disease, that would waste the medically resources. In this step we should make sure what data mining problem look like. Because we will use some medically examinations to predict whether some people have heart disease. So we distinguish it into classification problem.
Step two: Select appropriate data

Data mining requires data. Medical test should have medical data. We search the UCI KDD archive web which is the well-know data mining research web side and find some kind medical data about heart disease. Those row data come from three hospitals in United States and have hundreds of data. So we think that is available and enough.
Step three: Get to know the data

In those data, for each observation have some kinds of medical tests which include  invasive or non- invasive examination. That aims our intention. Those data come from UCI KDD archive web. Those data have be examined by other researchers in the world. Following is the data columns means.
age: age in years 
sex: sex (1 = male; 0 = female)

cp: chest pain type

        -- Value 1: typical angina

        -- Value 2: atypical angina

        -- Value 3: non-anginal pain

        -- Value 4: asymptomatic

trestbps: resting blood pressure (in mm Hg on admission to the 

        hospital)

chol: serum cholestoral in mg/dl

fbs: (fasting blood sugar > 120 mg/dl)  (1 = true; 0 = false)

restecg: resting electrocardiographic results

        -- Value 0: normal

        -- Value 1: having ST-T wave abnormality (T wave inversions and/or ST 

                    elevation or depression of > 0.05 mV)

        -- Value 2: showing probable or definite left ventricular hypertrophy

                    by Estes' criteria

thalach: maximum heart rate achieved

exang: exercise induced angina (1 = yes; 0 = no)

oldpeak = ST depression induced by exercise relative to rest

slope: the slope of the peak exercise ST segment

        -- Value 1: upsloping

        -- Value 2: flat

        -- Value 3: downsloping

ca: number of major vessels (0-3) colored by flourosopy

thal: 3 = normal; 6 = fixed defect; 7 = reversable defect

num: diagnosis of heart disease (angiographic disease status)

        -- Value 0: < 50% diameter narrowing

        -- Value 1: > 50% diameter narrowing

Step four: create a model set

This step focuses on selecting an adequate data set from which we can build an effective model to predict or explain the phenomenon. In general, the possible problems for sampling the data are unbalanced sample, separated data fields for a subject, and the lack of considering time factors. Because the data set in our study is collected from UCI repository web site, above problems have been considered by the contributors. In our study, we prepare two sets of data to build models and test their performance. The first data set, training set, contains 303 records collected from Cleveland Clinic Foundation. The second data set, testing set, includes 100 records collected from V. A. Medical Center. 

Step five: fix problems with the data

In this step, the data quality has to be considered. The possible problems are insufficient sample for the categorical variables with too many values, outlier or skewed distributions, missing values, values with meanings that change over time, and inconsistent data encoding. Besides the missing values trouble, other problems are not existed in our study. Because the attributes of data set are the examination for the diagnosis of coronary artery disease for each patient, the attribute with missing value may come from not available for that examination. Assigning value by replacing the mean or the most common value is not an adequate solution; so that we discard the records containing the missing values.

Step six: transform data to bring information to the surface

Although the derived fields created by aggregating records or combining original fields may present more valuable or precise information for data analysis, they must be meaningful for the study problem. For our data set, the attributes of the records come from the examinations or diagnoses to the patients. In our study, the expected result is the accurate assignment of the class label for each patient. Aggregating the records is meaningless for our problem and combining original fields can’t offer precise information for the data analysis, so that no actions were taken on this step.

Step7. Build models

We chose Decision tree C4.5 and Bays Network to build our models with UCI heart disease data set. In the medical data mining domain, obtaining explicit rules to support domain expert making decision is very important and necessary. Decision tree C4.5 and Bayes Network are popular data mining approach which produced explicit rules to domain experts. In contrast, other non-descriptive approaches e.g. Neural Network which maybe have good classification accuracy cannot provide clear and meaningful rules for decision support. As above reasons, we used WEKA as our data mining tool in data mining project. WEKA is a collection of machine learning algorithms for data mining tasks. That provided a classifier J48 which implemented decision tree algorithm C4.5. Bayes Network algorithm is implemented as a classifier BayesNetwork.

Step8. Assess models

In order to assess the models, we conduct two phrases experiments with comprehensive measures which include sensitivity, specificity and accuracy. For accessing descriptive model we considering the expressive power of rules produced from different models. We also apply the training model to the unseen testing set for assessing directed models. Furthermore, for assessing the effect of invasive and non-invasive examination, the attributes of training set is divided into four groups. First, second and third group are non-invasive examination, fourth group is invasive examination. Due to we attempt to obtain the better results without invasive examination, we used diverse combination of attribute of groups as input variables in first phrase experiment. Then the best combinations of attributes of invasive group and non-invasive group will be used in second phrase. In the second phrase, the performances of invasive and non-invasive models are assessed by unseen data set

First Phrase

The diverse combinations of attributes were used as input variables. The training set (Cleveland Clinic Foundation) is divided into four groups, please refer to table 1.

	Table 1.

	Noninvasive examination

	Group 1: Demography


	1. Age

	
	2. Sex

	
	3. Cp

	
	4. Trestbps

	
	5. Thalach

	
	6. Exhang

	Group 2: Laboratory Tests


	7. Chol

	
	8. Fbs

	Group 3: electrocardiogram


	9. Restecg

	
	10. Oldpeak

	
	11. Slope

	Invasive examination

	Group 4: coronary angiography
	12.  Ca

	
	13.  Thal

	Class  Label
	14.  Num


We use sensitivity, specificity as well as accuracy as our model measures. Sensitivity and specificity are very important measures in medical data mining. Sensitivity could represent the probability of mistake in diagnosis (High value is represented as low probability). Specificity could represent the probability of unnecessary medical resource wasting (High value is represent as low probability) and accuracy is the most common measure in data mining. The measures are computed as following

Sensitivity = TP / (TP+FN)

Specificity = TN / (FP+TN)

Accuracy = correctly classified / total instances

The experiments are conducted via C4.5 and Bayes Network with ten-folder cross-validation. The best combination of groups of non-invasive examination is Gropu1 + Gropu2 + Gropu3 and the best combination of groups of invasive examination is Gropu1 + Gropu2 + Gropu3 + Group 4. The results of C4.5 obtained from training set are listed as table 2 and table 3. The results of Bayes Network are listed as table 4 and table 5. 

	Table 2. The Results of Classifier C4.5 from Training Set

	Combination type
	Accuracy
	Sensitivity
	Specificity

	Non-Invasive examination
	72.27 %
	72.5 %
	72.1 %

	Invasive examination
	77.58 %
	71 %
	83 % %


	Table 2. The Results of Classifier Bayes Network from Training Set

	Combination type
	Accuracy
	Sensitivity
	Specificity

	Non-Invasive  examination
	77.23%
	73.9 %
	80 %

	Invasive examination
	83.5 %
	79.7 %
	86.7 %


First phrase experimental results show invasive examinations are better than non-invasive examinations and all measures of classifier Bayes Network are better than C4.5. In order to follow the process which assesses the expressive power of models, we also consider the leaves and size of the tree produced by C4.5 in this phrase. The table 3 results show the expressive power of rules in invasive examination is better than non-invasive examination. The tree structures of two models are illustrated as Firgure1 and Figure2.

	Table 3. The tree’s leaves and nodes
	

	Combination type
	Number of Leaves
	Size of the Tree

	Non-Invasive  examination
	40
	68

	Invasive examination
	30
	51
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	Figure1. The tree structure from Non-Invasive Examination Groups
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	Figure2. The tree structure tree from Invasive Examination Groups


Second Phrase

In second phrase, we apply the training model to unseen testing set and assess the performances of models. The results are listed as following:

	Table 4. The Results of Classifier C4.5 from Unseen Testing Set

	Combination type
	Accuracy
	Sensitivity
	Specificity

	Non-Invasive examination
	77.2 %
	69.8 %
	81.4 %

	Invasive examination
	79.9 %
	67.9 %
	86.7 %


	Table 5. The Results of Classifier Bayes Network from Unseen Testing Set

	Combination type
	Accuracy
	Sensitivity
	Specificity

	Non-Invasive examination
	81.3 %
	69.8 %
	87.8 %

	Invasive examination
	82.3 %
	57.5 %
	96.3 %


As the above results, we could find out the most measures of classifier Bayes Network are better than C4.5. Only physical examination is adopted invasive examination, the sensitivity of classifier C4.5 will be better than Bayes Network. Although the most measures of classifier Bayes Network are better than C4.5. Unfortunately, we cannot assess the expressive power of rules of classifier Bayes Network because WEKA cannot produce clear rules from Bayes Network.
Step9. Deploy models
In this step, due to we have not enough medical resource to support our project, it is difficult to deploy our models in practical. Although we cannot fulfill our models in the real business environment, we still obtain copious experience and knowledge throughout data mining process.
Step10 Assess results
In this step, we just get some data to experiment but not really to apply in the real environment. We can’t assess the results actuality.
Conclusion
We test two classification technology decision tree and Bayes Network to predict the heart disease. following the ten steps, our experiment show that Bayes Network should better than decision tree in the experimental data. But they all average in 70%~80% in best. We predict some people whether he/she have heart disease in chance of 70%~80%. It’s maybe not strong. So we distinguish the invasive/non-invasive examination to suggest people do medical text step by step according to the results which the model predicted.
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